
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Deeplearningto
coderswithfastaCHI DEEP LEARNING JOURNEY Eaton source

Jeep learning a computertechnique toextract and transform
data byusingmultiple layersofneuralnetworks

XP IT MEDICINED

BF IMAGEGENERATION

MACHINEhe lots
ofIgf Learning

RECOMMENDERSYSTEMD

expensivecomputers EEE FINANCE PLAYINGGAMED

11STORY OF DEEP LEARNING or
943 Warren McCulloch mathematical model of A logical calculus of theideasartificial neuron simpleWalter Pitts immanent in nervous activityaddition t thresholding
to Frank Rosenblatt ability to learn

1stdevice Mark I Perception
recognizes simpleshapes

the design of anintelligentautomaton

La Minsky Papert Perceptions

single layercan't learn Xor
use multiple layers a

1980 most models win 2nd 1ayerofnaa ÉÉ
La1986 Rumelhart et all Parallel DistributedProcessing PDP
traditional computer programs a setofprocessing units
workdifferentlyfrombrains

outputfunctionfor each unitppeappoacn manotheroi.spt it Iityamong unitsframeworks
propagation rule network
activation rule
learning rulecan approximateany mathematicalfunction

addingadditional e

mg i fnnanamesenguinements
BIT toobig too slow notuseful

L in the lastdecadeapplied t widely
used

extralayers
HOW TO LEARN

computerhardware teach the whole game
Making learning whole

data availability A mathematician's lament
start with smaller projects APPLY WHATyou
beplayful 9 Curious LEARNTOAPERSONAL

Egnitentonasubset of
dataonrun onfulldata
onlywhenunderstandingpiscomplete



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

MACHINE LEARNING

traditional program
INPUTS PROGRAM RESULTS

was a me s

949 ArthurSamuel IBM machine learning
replaceexactsteps withexamplesof the problem specialProgram

weightassignment weights variables

impatienceof values forthosevariables
definehow theprogram willoperate

WEIGHTS

Artificial Intelligence Afrontierofautomation
modelparameters

Blearning is automaticwhen the adjustment
ofweights isautomatic

Puts ya MODEL RESULTS

WEIGHTSas UPDATE PERFIRMANCE

afterthemodelistrained

I need aflexiblefunction to solveany problembyvarying
its weightsonly NEURALNETWORK
UNIVERSAL APPROXIMATION THEOREM NNcansolveanyproblem to any level ofaccuracy intheory
how to update the weights automatically
stochastic gradient descent SGD at

DEEPLEARNING JARGON

ARCHITECTURE functionalformof the model template ofthemathematicalfunction
PARAMETERS Weights
PREDICTIONS results of the model

computedfrom the independent variable without the labels
LOSS measure ofperformance

depends on the predictionsand correctnessof the labeling in targets
dependentvariable

attaint
LABE's

Loss
BarARCHITECTURE PREDICTIONS

determininghowto fit theparameters
ofa model toget it tosolve the

PARAMETERSas UPDATE
underlyingproblem

my

t

LIMITATIONS

model can learn only on thepatternsseen intheinput data ietrainingdata
Creates onlypredictions not recommendedactions
can creategapsbetweengoals andmodelcapabilities
to train we needinputdata t labels
problems with lack oflabeled data
a model us environment feedbackloops
biasedmodel biasedresults usingthemodelenhaiesthebiasfurther e.gpredictivepolicing p



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ftp.itinstattestuggsigansfaffasta

soprovidesall theclassesandfunctionsforcomputervision cu models
downloadandextract if itdoesn'texistlocally afastaidataset returnsa pathobject

functionthatdefineshowtoextractthe label fromthe fitndhebrary
yappe

defaultvalue asallocate20.1ofinputdataforvalidationset usedtomeasureaccuracyofthemodel

i

hiii

eachitemis resizedto 224 224pixels
Thy224 standardsizebatch tfms appliedto abatchofitemsat atimeusingtheGpu

FIFTEEN
us Regression

using only validation set
at fastaialways shows model's a Y

egg
predicts one omore training iterations

Lamodelmemorizescertainpartsofdata Moffetttrainingaccuracyis
validationaccuracy t initialtimeperiod
validation accuracytolatterthe initialtimeperiod

DM OVER FITTING Tselect nproblemstostudy inPatta

Proper fit

ample studyingforthe exam

model fails to generalize on unseen data o save n 20.1problems tovalidate
validation accuracyto as training progresses your knowledge
mostimportantand challenging issuein ML a studying time training

Http
training accurany
validation accuracy

I slowly one starts tomemorize
problems technique

accuracypg

Validationaccuracyto over
final testscores notgreatto

Dm not enough data t longtraining time

orcreate a convolutional neuralnetwork
orDLdatasetcreatedabove

PRETRAINEDMODEL
onCNNarchitecture 34denotesthenumberoflayers muggy

trainingtime t PottyIfing
otheroptions 18 so 101,152

layerst epochstot.gg sgygalgogfsimef9es classifiedincorrect

quantity
Bdependsondata

defineshowtofit amodel fwingetyginignstaegffatintdtm.in
I numberofepochs

METRIC afunctionthat
measuresthequalityof duringtraining used toupdate

usingthe vain set

ACCURACY I ERRORRate
themodel'spredictions the weightsautomatically Epoch onecompletepass

throughthedataset
Bchoose lossthat iseasyforSGD

Choosemetricthat isapplicable
to the problemandeasy to
communicateandunderstand p3



PRETRAINED MODEL a model that hasweights
thathavebeentrained on anotherdataset

nearlyalways use apretrainedmodel
Dm vision learner I

customizedtothe

replaces it with one or
than what was originally trainedfor is
using a pretrained mode t t d t

withappropriate size
called TRANSFER LEARNING randomizedweights head

I many non image tasks can be represented as image a use no architecture tobuildmodels
sound timeseries computermouse behavior malwareclassification

I see book pg36 39 formoreexamples

VA41 DAT I 0IN ITES IT SETS

a alwayssplitthedatasetinto training validation sets
a if we trainmgghg.ee

on these sets modelarchitecture

slowly the model we learn intheprocess
a construct the test set totallyhiddendataset
used to evaluate theFinal model

RAINING DATA TRIMM LESS
TESTING
not exposed

VALIDATION DATA partiallyexposed not exposed
fullyexposed

should haveenough data to ensure
EST DATA not exposed that wegetgoodestimatesofaccuracy

Mvalidationand test sets haveto be representativeofthefuturedata
eg choosing a random validation testsfortimeseries data isstructurallywrong not representative
a see more examples in the bookpg 51
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